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Abstract. A summary of field- and temperature-dependent ac susceptibility and of low-field
resistive anisotropy (LFRA) measurements on the CuNi system is presented. Detailed analyses
of these data, along with those from zero-field resistivity measurements, yield an estimate for the
critical composition above which ferromagnetism appears ofc0 = 44.5 at.% Ni; this confirms
the value deduced previously from measurements of the spontaneous resistive anisotropy on
the same samples. The general features of these data are consistent with a quasi-localized
moment description of this system, with a distribution of exchange coupling strengths between
such moments. For an (assumed) Gaussian distribution, the trends evident in both the exponent
values deduced from susceptibility data and the LFRA are those expected when the ratioη of
the first to second moment of this distribution decreases towards unity asc0 is approached from
above.

1. Introduction

The appearance of ferromagnetism in the binary CuNi system with increasing Ni
concentration is a subject of long-standing interest, in terms of both the appropriate
description of the evolution of this effect and the specific, critical composition above which
the transition appears. For many decades CuNi was regarded as a textbook example of a
band ferromagnet, its magnetization explained by the rigid band model [1]. More recent
work argued against this simple explanation, and it appears currently that many aspects
of the magnetic and transport properties of this system are better described in terms of
quasi-localized moments [2–5]. Several approaches have linked such moments with local
environmental effects, specifically with statistically rich Ni regions [3–6] treated typically
with a Jaccarino–Walker style model.

Amongst the magnetically ordered 3d transition elements Ni is unique innot displaying
a magnetic moment when incorporated as an isolated impurity in a non-magnetic host
[7]. The appropriate model framework to describe this result is, again, unresolved,
with the variety of theoretical approaches being best illustrated in the case of dilute
PdNi. Here isolated Ni atoms have been categorized as non-magnetic as a result of:
(i) an inability to satisfy the static Hartree–Fock criterion for magnetism (nevertheless
strong local exchange enhancement stabilizes relatively long-lived local spin fluctuations)
[8–10]; (ii) interconfigurational fluctuations between nearly degenerate non-magnetic (d10)
and magnetic (d9) many electron Ni configurations at low temperatures [11] or (iii) the
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Kondo compensation of a single such (energetically stable) magnetic configuration [12].
Irrespective of which model is ultimately judged to be correct, this unique state for
isolated Ni atoms does lead to an unusual magnetic phase diagram for such systems in
the concentration (c)–temperature plane.

Magnetic order results from interaction effects; in the case of PdNi, the well established
critical composition (c0) for the onset of long-ranged ferromagnetism is [13–15]c0 =
2.3 ± 0.05 at.% Ni. In this latter system—as in CuNi—local environmental effects are
important; however, the description of the ensuing magnetic order by inhomogeneous models
(in which near neighbour pairs—or triplets—are magnetic, with interactions predominating
between such clusters [16–20]) has been questioned by a comprehensive re-analysis of
magnetic data [12]. The latter concludes that this system is a ‘magnetically homogeneous’
one in that the onset of ferromagnetism is controlled principally by interactions between
isolated (but fluctuating) Ni moments. Here the absence of spin-glass order belowc0

constituted the principal argument against the inhomogeneous approach.
In the CuNi system the critical concentrationc0 has been variously estimated at between

43 and 48 at.% Ni [21, 22]. This is some twenty times larger than for Ni in Pd, and raises
the question of whether a description of this system in terms of CPA type bands, within
which a modified Stoner type criterion for the existence of ferromagnetism is applicable.
Again statistical (environmental) fluctuations are thought to play an important role, so that
here localized exchange enhancement effects are envisaged as becoming large enough in
some more extended region to enable a ‘cluster’ moment to be stabilized, for which the
characteristic energy scale will reflect interactionswithin this more extended region of sta-
tistically higher Ni site occupation, rather than the single site-conduction electron coupling
strength characterizing the Kondo temperature (∼50 K) of isolated Ni sites in Pd. Within
such a picture the possibility has been raised that RKKY type interactions, mediated by the
conduction electrons, between stable ‘cluster’ moments might occur, resulting in a cluster
(spin) glass-like ordered regime (the ordering temperature reflecting the strength of this inter
moment coupling) immediately belowc0 prior to the establishment of long-range ferromag-
netic order [21, 23]. In this latter context, the question arises of whether the inhomogeneity
evident in neutron scattering data in this concentration range [3, 24] is simply a manifes-
tation of the importance statistical fluctuations must play immediately abovec0 (where the
ferromagnetic ordering temperatureTc approaches zero, and the measuring temperature is
comparable withTc so that the effects of short-range order become increasingly important)
or whether indeed it reflects the presence of a more complex magnetic state.

Perhaps the most convincing evidence to date to support the existence of a ‘complex’
(non-ferromagnetic) state below about 45 at.% Ni has been provided by zero-field ac
susceptibility measurements [23]. However in the time that has elapsed since the publication
of these data it has been recognized that both the specimen geometry [25] and the
application of superimposed static biasing fields [25, 26] can play an important role in such
measurements, and hence in identifying the associated moment structure. Here we present
the results of two unconventional measurements—the field dependent ac susceptibility
and the low-field magnetoresistive anisotropy—on CuNi samples for which the effects of
demagnetizing constraints have been deliberately minimized, along with zero-field resistivity
measurements. These data, and their analysis, are summarized below.

2. Experimental details

Sixteen specimens with nominal compositions between 45 and 55 at.% Ni were prepared
by arc melting using high-purity starting materials. Buttons of the highest and lowest
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concentrations were made initially, and samples with intermediate composition prepared
subsequently by melting together appropriate amounts of these two end members. To ensure
homogeneity each button was inverted and remelted five times, after which they were cold-
rolled (between protective Melinex plastic sheets) to a thickness of about 0.2 mm. Samples
of approximate dimensions (16×2×0.2) mm3—suitable for susceptibility measurements—
and (40×2×0.2) mm3—suitable for transport measurements—were cut from these sheets.
Following etching (to remove possible surface contamination) and washing, these samples
were annealed for 48 hin vacuo at 950◦C and water quenched immediately before
measuring; such a treatment was chosen to minimize the presence of Ni clusters [27]. It was
from such sheets with the lowest and highest compositions that intermediate concentrations
were formed.

The ac susceptibilityχ(H, T ) was measured in a phase-locked susceptometer [26, 28]
operating at 2.4 kHz with driving fields of 5µT rms applied parallel to the longest
dimensions; static biasing fields up to 0.1 T could be superimposed on the ac driving
field by a coaxially mounted solenoid; data were collected using a personal computer
with a GPIB card. Temperatures below about 10 K were measured using a calibrated
Ge thermometer (Cryocal Inc. CR2500H) and those above 10 K by a Au+ 0.03 at.% Fe
versus chromel P thermocouple; each sensor was in good thermal contact with the specimen
[26]. Corrections made for the internal field were based on demagnetization factors (N )
estimated by treating each sample as an ellipsoid with principal axes equal to the measured
dimensions and evaluating the corresponding elliptic integral [26, 29]; these factors were
deliberately chosen to be small, for the reasons discussed below.

The zero-field resistanceρ(T ) was measured using a high-precision ac (37 Hz) technique
in which fractional changes of 1 in 105 (or better) can be resolved [15]; currents of typically
1–10 mA were applied along the largest specimen dimension. Temperatures could be
stabilized using a variable feedback loop incorporating a calibrated Ge resistor (Lakeshore
Cryogenics 2000), and subsequently measured using the latter and a gas thermometer (with
an accuracy estimated at better than 1%). This latter cryostat was also used to measure the
low field resistive anisotropy (LFRA), i.e. the difference in resistivity with a field (610−2 T)
applied first parallel and then perpendicular to the sample current direction. These fields
were applied using an externally mounted, rotatable Helmholtz coil arrangement energized
by a stabilized current source. The high-field magnetoresistance in both the longitudinal (ρ‖)
and transverse (ρ⊥) mode had been measured in a separate cryostat, as reported previously
[22].

3. Results and discussion

3.1. Field-dependent ac susceptibility

3.1.1. General features.Before discussing the general features ofχac(H, T ) it is
appropriate to review briefly the results of the high-field magnetoresistance measurements
reported recently [22], more particularly the spontaneous resistive anisotropy (SRA), as
these results were instrumental in initiating the present study. The SRA is defined as:

1ρ

ρ0
=
[
ρ‖(B)− ρ⊥(B)

ρ0

]
B→0

(1)

a ratio which specifies the difference between the longitudinal (ρ‖) and transverse (ρ⊥)
magnetoresistance of a (technically) single domain ferromagnetic system extrapolated to
zero induction (B); roughly the transport equivalent of the spontaneous magnetization.
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A non-zero value for the SRA relies on the presence of both a polarizing field and spin–
orbit coupling at scattering sites [30]. The measured SRA in CuNi was shown [22] to
display the same percolation related, power law dependence on reduced composition as
reported [15] for PdNi,viz:

1ρ

ρ0
∝
(
c − c0

c0

)1
(2)

in which the ‘exponent’1 ('9/4) also assumes the same value as in PdNi [15], whilec0

(the critical concentration for the emergence of ferromagnetism atT = 0) was estimated
at 44.5 at.% Ni (in Cu). More important, the technique by which the SRA was measured
for compositions close toc0 involved the application of external fields as low as 0.5 mT.
The appearance of an SRA in such lowapplied fields provides convincing support for the
premise, as argued originally for PdNi, that the relevant polarising field is theexchangefield
[15], so that such measurements indicate that ferromagnetic order exists at finite temperature
for compositions as low as 45 at.% Ni (at least over distances comparable to a conduction
electron mean free path).

Figure 1 reproduces a survey of the zero-field ac susceptibilityχ(0, T ) of eight samples
with compositions ranging from 45 to 54 at.% Ni. The demagnetizing factors for these
samples were estimated, typically, to beN ∼ 10−5 (whenχ(0, T ) is the susceptibility per
unit mass), around 100 times smaller than that for a sphere. This choice was deliberately
made as comparisons with previously studied systems, such as NiMn [31] and amorphous
FeMn [32], revealed that limiting the measured response unnecessarily (by setting low
values forN−1) can lead to erroneous conclusions.

Figure 1. The zero-field susceptibility of selected CuNi samples; the Ni composition (in
atomic %) is shown against the appropriate data.

The overall features and the general shape of the temperature dependence of the data
displayed in figure 1 show considerable similarity as a function of Ni composition. At
54 at.% Ni—generally agreed to be a well defined ferromagnet [21]—χ(0, T ) increases
rapidly with increasing temperature below 100 K as the Curie temperatureTC is approached
from above, it peaks just belowTC at the Hopkinson or principal maximum [25, 26]
(designated by the temperatureTH ) and falls on further cooling to a value of roughly one
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half of this maximum some 20 K (T ∼ 3/4TC) below the peak. The Hopkinson maximum
is not critical in origin, but results from processes associated with the regular/technical
contributions to the susceptibility [33]. The specific choice of sample geometry adopted
here emphasizes this result; the value ofχac(0, TH ) observed for the 54 at.% Ni sample
is less thanone-tenthof the limit set byN−1. Furthermore, the use of small-N samples
means that, for a givenHa, in order to reach the demagnetization limit (at which the
internal field (Hi = Ha − NM, in the usual notation) is zero) in an ac measurement, the
magnetization must oscillate (reverse) with ever increasing amplitude asN is decreased.
Under such circumstances one is much more likely to observe the influence of any process
(such as anisotropy) which pins the response, than in large-N samples [25, 26, 34]. Here we
suggest that one major contribution to the anisotropy is single ion (Ni) spin–orbit coupling,
the presence of which is an essential ingredient for the observation of the SRA, mentioned
above. For the other samples surveyed in this figure, two features warrant comment; first, the
susceptibility peak amplitudes do not fall monotonically with decreasing Ni concentration,
and will be discussed in more detail below, and second, the apparent sharpening of this
zero-field response below 48 at.% Ni is due principally to the decrease inTC , so that the
features mentioned above for the 54 at.% Ni sample are now compressed into a rapidly
diminishing temperature interval.

The non-monotonic variation ofχ(0, TH ) with Ni concentrationc is reproduced in
figure 2. From this figure it can be seen that the amplitude of this principal (Hopkinson)
maximum increasesinitially as c falls from 55 to 54 at.% and then declines by a factor
of about three asc is decreased to 50 at.%. Between 50 and∼46 at.%χ(0, TH ) passes
through a plateau region, before declining sharply at 45 at.% Ni asc0 is approached from
above. The inset in this figure reproduces the corresponding data [35] for Ni in Pd, which
are remarkably similar; here, though, the critical concentration is near 2.3 at.% Ni and the
Hopkinson maximaχ(0, TH ) scale roughly as the ratio of the Ni concentrations in the two
systems. Such similarities suggest related magnetic structures.

Figure 2. The height of the principal (Hopkinson) maxima, taken from data similar to those
shown in figure 1, plotted against the Ni concentration for the CuNi system. The inset shows
similar data for PdNi.

The effects of small superimposed static biasing fieldsHa, investigated in detail for the
first time for this system, are summarized in figures 3, 8 and 10 for three representative
samples containing 54, 49.5 and 46 at.% Ni respectively. As reported for a variety of other
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Figure 3. The field-dependent ac susceptibilityχ(H, T ) (in J T−2 kg−1) (corrected for
background and demagnetizing effects) of the 54 at.% Ni sample plotted against temperature;
the numbers marked against each curve indicate the superimposed static biasing field (in mT).
The dashed line represents the predicted location of the cross-over line (equation (4)) using
Heisenberg model exponents. The inset shows the behaviour of the zero-field response along
with the effects of small static biasing fields of 0.5, 1 and 2 mT in which the critical peak
structure is not resolved.

ferromagnetic systems [26, 32, 34] these latter fields suppress the Hopkinson maximum in
both amplitude and temperature, thus enabling secondary, critical peaks to be observed.
These critical peaks decrease in amplitude and move upward in temperature aboveTC as
the field increases in agreement with the predictions of the static scaling law [26, 32, 34].
The locus of these critical maxima defines the cross-over line [36] (above which the
response is thermally dominated, as opposed to being field dominated below it), the origin
of which can be understood on the basis of the fluctuation—dissipation theorem [36].
The observation of such behaviour is indicative of critical fluctuations accompanying a
(continuous) paramagnetic to ferromagnetic phase transition [26]. A quantitative analysis
of such data proceeds by writing the singular/critical contribution to the susceptibilityχ(h, t)

in the vicinity of such a transition as [37]

χ(h, t) = t−γ F (h/tγ+β) = h1−1/δG(h/tγ+β) (3)

whereh ∼ Hi/TC and t (=|T − TC |/TC) are conventional linear scaling fields. The latter
predicts the peak temperatureTm to increase with field according to

tm = Tm − TC
TC

∝ H 1/(γ+β)
i (4)

a relationship which defines the cross-over line (with (γ +β) being the cross-over exponent)
while the peak amplitude should decrease (forδ > 1) as

χ(Hi, Tm) ∝ H 1/δ−1
i (5)

(i.e. with thesameexponent as the field dependence of the susceptibilityalong the critical
isotherm, although (5) is advantageous as it doesnot require this isotherm (i.e.TC) to be
identified). The predictions of (4) and (5) are clearly in qualitative agreement with the data
in figures 3 to 5; a quantitative comparison is carried out below.
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Figure 4. The height of the (critical) susceptibility maxima,χmax (in J T−2 kg−1), taken from
data similar to those shown in figure 3, plotted against the estimated internal field (in mT) on a
double logarithmic scale for Ni compositions of (a) 54 at.%, (b) 49.5 at.% and (c) 46 at.% Ni.
The full and dashed lines yield the effective exponent estimates discussed in the text using the
power law relationship expressed in equation (5). In (c) the open symbols are discussed in the
main body of this paper, section 3.1.2(c).

3.1.2. Quantitative estimates.One pre-requisite for meaningful fits of (4) and (5) to
experimental data is obviously that themeasuredresponse be dominated by that component
arising from critical fluctuations, on which these equations are based. In practice this
condition is met in materials with a rather low net moment in which the non-critical or
regular contribution (from, for example, domain wall motion and/or coherent rotation) is
driven to (technical) saturation in quite low fields. Such behaviour generally results in a
rapid suppression of the Hopkinson maximum in both amplitude and temperature. This
does not occur here. Fields in excess of several mT need to be applied before critical
peak structure can be resolved; such fields are close to two orders of magnitude larger
than those necessary to reveal critical structure in the field-dependent susceptibility of the
softest materials (i.e. PdFe [38]). Furthermore, even with critical peak structure resolved it
is not clear that the regular contribution to the peak amplitude is negligible (the temperature
derivative of the measured response reverses sign rapidly as the temperature is lowered in
contrast to model calculations in whichχ(H, T ) declines monotonically below the critical
peak [26, 39]), thus complicating detailed analysis, as confirmed below. Consequently, while
an orbital component in the total Ni moment is an essential ingredient for the observation
of an SRA (from which a reliable estimate forc0 can be made [15, 22]), the associated
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Figure 5. The temperature dependence of the effective Kouvel–Fisher susceptibility exponent
γ ∗(T ) (defined in equation (6)) plotted against the reduced temperaturet for samples containing
(a) 54 at.% Ni, (b) 49.5 at.% Ni and (c) 46 at.% Ni.

(magnetic) hardness/anisotropy complicates the interpretation ofχ(H, T ) data. In terms of
the effects of the latter, three concentration regimes appear to exist.

(a) c > 52 at.% Ni. This is the concentration region with the largest values for the
susceptibility near the Hopkinson maximum,χ(0, TH ), figure 2. For these samples applied
fields of typically 4 mT are required to first resolve critical peak structure, as shown in
figure 3; the amplitude of the Hopkinson maximum remains significant for fields in which
critical structure is first resolved (the inset in this figure), so that the measured response
(shown in the main body of this figure) probably contains a significant regular contribution,
particularly forµ0Ha 6 10 mT. A first estimate forTC is made by plotting the temperature
Tm of the critical maxima, evident in figure 3, againstH

1/(γ+β)
i (i.e.H 0.57

i assuming localized
Heisenberg model [40] exponent values), and fitting to a straight line, the intercept of which
gives the required estimate. Examples of such plots have been given previously [26, 34] and
are not reproduced here, especially as such estimates are refined (through small adjustments
1TC in TC (1TC/TC 6 10−2)) to produce a consistent set of plots of the type discussed
below [26, 38].

The exponentδ of equation (5) is estimated generally through double logarithmic plots
of the height of the maxima shown in figure 3 (corrected for background and demagnetizing
effects) against the calculated internal field [26]µ0Hi , figure 4(a). This exponent estimate
is independent of the choice forTC . For the 54 at.% Ni sample, as shown in figure 4(a),
these data are essentially linear (confirming the power law relationship of (5)) and indicate
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that a single value ofδ∗ = 4.2(1) provides a reasonable characterization of such data over
the field range 46 µ0Hi 6 100 mT. This plot warrants two further comments. First, the
scaling law, (3), is valid in the limith → 0 (Hi → 0) and t → 0 (T → TC), so that
the inability to resolve critical peak structure below 4 mT means that the true asymptotic
limit cannot be accessed; thuseffectiveexponents (δ∗) alone are quoted. Second,effective
exponent values which change away from the critical point (i.e. with increasingh and/ort)
are well documented [26, 41] in systems with exchange coupling strength disorder (i.e., a
finite variance in the distribution characterizing the latter); in the present context values for
δ∗(Hi) which decrease with increasingHi have been reported experimentally for a number
of systems with such disorder [26], and are also reproduced by model calculations [26, 39].
Close examination of figure 4(a) does reveal a small amount of curvature at lower fields
(µ0Hi 6 10 mT), from which a value ofδ∗ ' 4.8—the isotropic, localized 3D Heisenberg
near neighbour model value—may not be inappropriate. Considering the comments made
above, however, such a result cannot be taken as confirming a Heisenberg model value forδ

in this system, merely that these datamay be consistent with this value (and adding further
support to a localized model interpretation of this system).

The behaviours for the remaining exponents are summarized in figures 5, 6 and 7. The
first of these shows the temperature dependence of the effective Kouvel–Fisher susceptibility

Figure 6. The (critical) susceptibility peak amplitudeχmax (in J T−2 kg−1) (corrected
for background and demagnetizing effects) plotted against the reduced susceptibility peak
temperature on a double logarithmic scale using theTC values listed in table 1. The lines
drawn yield the susceptibility exponent values, shown in the same table, obtained from data
closest toTC through the use of the power law relation expressed in equation (7).
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Figure 7. The reduced susceptibility peak temperature plotted against the estimated internal field
(in mT) on a double logarithmic scale. The lines drawn represent the power law relationship
summarized by equation (4) for the cross-over line with Heisenberg model exponents. These
data are for samples with Ni concentrations of (a) 54 at.%, (b) 49.5 at.% and (c) 46 at.%.

exponent [42]

γ ∗(T ) = −d ln(χ(0, t))/d ln(t) (6)

obtained from the zero-field susceptibility. The temperature dependence shown by the latter
in figure 5(a)—specifically the maximum inγ ∗(T ) (∼4) neart ∼ 0.1 prior to a decline
towards a mean field value of 1 at higher temperature—is characteristic of systems with
exchange bond disorder [41]. The effects of anisotropy are clearly evident in this figure
where, fort 6 0.05, γ ∗(T ) falls rapidly to values less than 1 due to the failure ofχ(0, t)
to approach the demagnetization factor limit (N−1); clearly near this latter temperature
estimates ofγ ∗(T ) from (6) are unreliable (due—we suggest—to the influence of coercive
effects), and this exponent is obtained from the relationship betweenχ(h, tm) and tm (i.e.
from (4) and (5), assuming the validity of the Widom relationγ = β(δ − 1))

χ(h, tm) ∝ t−γm . (7)

These data are summarized in figure 6(a), where the solid line drawn corresponds to the
Heisenberg model value [40] ofγ = 1.386. Figure 7(a) summarizes the applicability of the
power law relationship (5), and the line drawn again corresponds to localized 3D Heisenberg
model values for the cross-over exponent (γ + β)−1 = 0.57. These last three figures were
based on a final value ofTC = 78.4 K for this sample, corresponding approximately to
the inflexion point on the zero-field curve; the values forTC , along with various effective
exponent estimates, are summarized in table 1.
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Table 1. Summary of parameters deduced from the field-dependent ac susceptibility of CuNi
samples. The (reduced) temperature and field range following each effective exponent estimate
indicates the corresponding range over which that estimate was made.

at.% Ni TC (K) γ ∗ t γ ∗ + β∗ µ0Hi (mT) δ∗LF µ0Hi (mT) δ∗HF µ0Hi (mT)

45.0 1.7 (3) 1.00 (5) 0.1–1.0 1.75 (3) 0.5–40 1.47 (2) 0.1–0.8 3.00 (1) 1–85
45.5 4.2 (1) 1.39 (10) 0.06–1.3 2.0 (1) 1.5–15 2.00 (4) 0.1–0.5 3.00 (2) 1.5–100
46.0 5.6 (1) 1.39 (10) 0.06–0.4 1.75(20) 0.2–8 1.69 (2) 0.04–0.3 3.70 (5) 0.3–40
46.5 8.1 (2) 1.39 (20) 0.15–0.4 1.75 (30) 2.5–10 5.8 (2) 1.5–7 3.56 (5) 2–50
47.0 9.8 (2) 1.39 (10) 0.08–0.4 1.75(20) 1–35 4.8 (3) 0.5–4 3.8 (1) 0.7–100
47.5 13.1 (3) 1.39 (10) 0.08–0.3 1.75 (20) 1.5–18 12 (1) 1.5–4 3.7 (1) 3–100
48.0 20.1 (4) 1.20 (10) 0.04–0.5 1.75 (20) 1.5–15 8.6 (6) 1.5–4 2.13 (2) 4–100
48.5 22.2 (6) 1.39 (20) 0.04–0.2 1.75 (10) 1.5–12 <0 1.5–6 3.73 (5) 5–100
49.0 25.1 (6) 1.39 (20) 0.09–0.2 1.75 (10) 1.5–10 <0 1.5–5 3.0 (1) 4–100
49.5 29.4 (6) 1.39 (10) 0.03–0.16 1.75 (20) 0.7–5 8.4 (3) 0.6–4 3.0 (1) 3–100
50.0 33.3 (7) 1.39 (10) 0.04–0.2 1.75 (30) 1–10 10.2 (4) 1–5 3.0 (1) 4–100
51.0 39.1 (8) 1.39 (20) 0.06–0.25 1.75 (30) 2–70 4.80 (6) 1–3 2.00 (2) 3–100
52.0 55.4 (11) 1.39 (5) 0.03–0.17 1.75 (7) 4–100 — — 3.18 (3) 3–100
53.0 62.8 (13) 1.39 (10) 0.03–0.15 1.75 (20) 5–30 — — 4.2 (2) 3–100
54.0 78.4 (20) 1.39 (6) 0.03–0.15 1.75 (10) 5–70 4.80 (15) 3.5–10 4.17 (5) 3.5–100
55.0 83.2 (20) 1.39 (10) 0.02–0.11 1.75 (20) 6–100 4.80 (20) 4–8 3.25 (9) 4–100

Figure 8. As in figure 3, but for the 49.5 at.% Ni sample.

(b) 48 6 c 6 51 at.% Ni. This is essentially the plateau region in figure 2. In these
samples the effects of anisotropy near the transition appear relatively suppressed as critical
peak structure is now revealed in applied fields of around 1 mT (figure 8). This result
prevails despite the observation that the zero-field response displays a sharper Hopkinson
maximum (inset figure 8) and the coercive fieldµ0Hc (estimated from ‘butterfly loops’ at
4.2 K, i.e., plots ofχ(Ha, 4.2 K) againstHa) shows no significant change with composition
in this range (figure 9).
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Figure 9. The coercive fieldµ0Hc (in mT) plotted against Ni concentration (in at.%). These
fields were measured at 4.2 K except for the two samples of lowest composition, for which
measurements were carried out at 1.5 K. The inset shows a butterfly loop—the splitting of
which yieldsHc—for the 49.5 at.% sample.

Various effective exponent estimates are made in figures 4(b), 5(b), 6(b) and 7(b).
Figure 5(b) confirms the general behaviour expected [41] of the effective susceptibility
exponent (6) in systems with exchange bond disorder (although the detailed features are
clearly different from those exhibited by the 54 at.% Ni sample); figure 6(b) also provides
an estimate for this exponent using (7) which is, in our opinion, more reliable ast → 0
due to the presence of significant anisotropy, as discussed above. Figure 7(b) reproduces
the behaviour for the cross-over exponent. These latter three figures all show clearly the
increases in bothγ ∗(t) and β∗(t) expected [39, 41, 42] ast increases in bond disordered
systems; specifically figure 5(b) displays the maximum inγ ∗(t) neart 6 0.3 directly while
the deviations evident in figures 6(b) and 7(b) illustrate these effects indirectly. That such
deviations in effective exponent values become more marked in this concentration range is
consistent with trends predicted by models assuming a Gaussian distribution of exchange
coupling strength [26, 39, 42] in which the ratio (η) of first (J0) to second moment (J )
decreases as the concentrationc falls towards the critical compositionc0.

The most significant changes, however, appear in the behaviour ofδ∗. As can be seen in
figure 4(b), in this sample critical peaks can be resolved in applied fields as low as 0.7 mT,
and the predicted [26, 39, 42] increase inδ∗(H) with decreasing field is observed. Such
agreement between measurement and model prediction is, however, only partial; whereas
the high-field slope drawn through the data in figure 4(b) corresponds to a near mean field
value of δ∗ ' 3, the low-field slope yieldsδ∗ > 8, far in excess of 3D Heisenberg model
values, a result most likely attributable to the presence of a substantial regular contribution
to the measured response in this regime (so that the measured peak susceptibility isnot
dominated by the critical component in these low fields). Large effectiveδ∗ values—well
in excess of localized 3D Heisenberg model predictions—have been reported previously for
the PdGd system [43].

As a final comment on the behaviour ofχ(H, T ) in this concentration regime, it should
be noted that the finalTC values (table 1) fall progressively below the inflection point on
the zero-field curve and approach the principal/Hopkinson maximum (TH ).
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(c) c0 6 c 6 47 at.% Ni. In this regime the approach ofTC to TH continues even as
the value forχ(0, TH )—figure 2—falls rapidly asc approaches the critical concentration
from above. Figure 10 showsχ(H, T ) for the 46 at.% Ni sample for applied fields below
0.7 mT; in this composition range only one such peak is visible for all available values of
the static external biasing fieldHa. At low applied field, this peak decreases in amplitude
but remains at essentially the same temperature asHa increases; however, above typically
µ0Ha ' 1 mT, these peaks moveupwards in temperature asHa increases, in qualitative
agreement with the behaviour predicted by the scaling law.

Figure 10. As in figure 3, for the 46 at.% Ni specimen.

The results of quantitative comparisons with the scaling law predictions, (4)–(7), are
reproduced in figures 4(c), 5(c), 6(c) and 7(c). The effective Kouvel–Fisher susceptibility
exponentγ ∗(t) is shown in figure 5(c), from which it can be seen that the peak in
this effective exponent now occurs beyondt = 1. Nevertheless the (preferred) estimate
based on the use of (7) yieldsγ ∗(t) consistent with the 3D Heisenberg model value for
0.076 tm < 0.4, figure 6(c), while figure 7(c) suggests consistency with Heisenberg model
values for the cross-over exponent for 0.2 6 µ0Hi 6 6 mT. In both of these latter figures
the open symbols refer to the field regime where the peak temperature (figure 10) isnot
changing with field.

The behaviour ofδ∗(H) is also anomalous for these samples withc0 6 c 6 47 at.%
Ni. Figure 4(c) indicates that whileδ∗ (µ0Hi > 0.4 mT) ≈ 3.7 (intermediate between 3D
Heisenberg and mean-field model values, as expected at ‘higher’ fields in the presence of
bond disorder), thelow field value forδ∗ actuallydeclines(δ∗ ∼ 1.7 for µ0Hi < 0.4 mT).
The latter is clearly related to the apparent evolution of the critical peak structure from the
vicinity of the principal/Hopkinson maximum in this concentration range, so that despite the
resolution of the peak structure in fields60.2 mT here (asHc → 0 for c→ c0, figure 9),
this principal maximum is itself diminishing rapidly in amplitude asc → c0 (figures 1
and 2).

Thus, despite the presence of anisotropy in the CuNi system which precludes both a
rapid suppression of the technical/regular components in the measured response by applied
fields and hence an evaluation of the true asymptotic (h→ 0, t → 0) critical behaviour, the
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overall picture emerging, as summarized in table 1, is that this critical behaviour is likely
describable by 3D Heisenberg model exponents (some irregularities notwithstanding), thus
supporting a localized model picture for the behaviour of this system. This is true down to
45 at.% Ni (the lowest concentration studied), consistent with the estimate ofc0 ' 44.5 at.%
Ni deduced from the detailed analysis [15] of the SRA. Despite the much weakened response
at 45 at.% Ni (here the Hopkinson maximum is just 5% of that measured in the 55 at.%
sample), it displays a critical peak structure similar to that shown in figure 10 for the 46 at.%
specimen, and a summary of the analysis of this structure is presented in figures 11–13. The
latter indicate a marked shift towards mean field exponents (the ‘best fit’ value forγ ∗ in
figure 11 is closer to 1 rather than 1.39, and the higher-field value forδ∗ is 3.0) at this lowest
composition studied, which probably reflects the proximity of this latter concentration to
the estimatedc0 [22].

Figure 11. The (critical) susceptibility peak amplitudeχmax (in J T−2 kg−1) plotted against the
reduced peak temperature, as in figure 6, for the 45 at.% sample. Here the dashed line represents
the Heisenberg model value ofγ = 1.39, while the solid line, a ‘best fit’, withγ = 1.0. The
inset shows the temperature variation of the effective Kouvel–Fisher exponent.

3.2. Transport measurements

The conclusions reached regarding the critical composition,c0, for the appearance of
ferromagnetism in the present CuNi samples from a detailed analysis of both the spontaneous
resistive anisotropy (SRA) (reported previously [22]) and the field- and temperature-
dependent ac susceptibility are confirmed by the transport measurements summarized below.
The latter include the zero-field resistivityρ(T ) and, for the first time, the low-field resistive
anisotropy (LFRA) defined by the ratio

1ρ(Ha, T )

ρ(T )
= ρ‖(Ha, T )− ρ⊥(Ha, T )

ρ(0, T )
(8)

measured in an applied field ofµ0Ha = 10 mT (the latter is too weak to affect appreciably
the intrinsic spin polarization or the conduction electron trajectories at the temperatures
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Figure 12. As in figure 7, for the 45 at.% Ni sample.

Figure 13. As in figure 4, for the 45 at.% Ni specimen.

of interest; its role is to provide a preferred/reference direction for spin–orbit coupling by
establishing a single domain structure over length scales comparable to the electronic mean
free path [15, 44]). Bothρ(T ) and the LFRA were measured using the relative difference
ac method [15, 44]; here, having measured the voltage dropV0 across the sample at some
predetermined initial temperature, the voltagechange1V (Ha) induced by the rotation of a
small applied field (µ0Ha ' 10 mT) from a parallel to a perpendicular orientation, and the
subsequent change1V (T ) (with Ha = 0) accompanying a small temperature increase1T ,
are estimated with high precision. By the simple addition of the changes of the latter type,
V0(T ) (=V0 +

∑
1V (T )) can be found and the corresponding resistivityρ(T ) estimated

by knowing the sample current and the conventional form factor; more importantly, the
(small) LFRA can be calculated directly from the ratio1V (Ha)/V0(T ), thus avoiding
both current and form factor uncertainties. Typical data obtained in this way (for the
49.5 at.% Ni sample) are reproduced in figures 14 and 15. From figure 14 it can be seen
that ρ(T ) displays the characteristic ‘knee’ nearTC , indicating the onset of a reduction
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in the spin-disorder scattering accompanying the establishment of an ordered phase at a
paramagnetic to ferromagnetic transition. A quantitative estimate for the latter temperature
can be found [45] from the derivative dρ/dT ; here this derivative is calculated directly from
the data using a point-to-point difference method (i.e. from1V (T )/1T ), and the results
are shown in the inset in figure 14.

Figure 14. The temperature dependence of the zero-field resistivityρ(T ) (in n� m) for the
sample with a Ni concentration of 49.5 at.%. The inset shows the derivative data dρ/dT , and
the intersections of the lines drawn yield theTC estimate listed in table 2.

The derivative data reproduced in this inset exhibit the scatter characteristic of point-to-
point methods; nevertheless, we find that dρ/dT consists of a plateau regime immediately
belowTC followed by the onset of a rapid decline (as reported previously [45] for a similarly
prepared 48.2 at.% Ni sample), rather than a well defined maximum in this derivative which
definesTC in some site disordered magnetic systems [45]. ThusTC is taken as the onset
of this rapid decline in dρ/dT , when the simple linear interpolation shown by the dashed
lines in this inset provide an appropriate estimate forTC (listed in table 2). Here this latter
is as reliable as other methods in whichρ(T ) is fitted to an arbitrary function (such as a
polynomial of low degree, the coefficients of which are determined by some least-squares
criterion) over a sliding temperature interval, and then generating dρ/dT analytically from
the fitted function.

Before comparing theseTC estimates fromρ(T ) with those found fromχ(H, T ), the
LFRA data will be presented. Figure 15 shows such data for the same 49.5 at.% Ni sample.
The LFRA data in CuNi appear to display the effects of short-range order immediately
aboveTC in a manner more marked than any of the other measurements that have been
reported here. In other systems in which the LFRA has been measured recently [44], this
ratio falls to zero atTC , being represented typically by the form [44]:

1ρ(Ha, T )

ρ(T )
= A(η)

(
TC − T
TC

)
0.7TC 6 T 6 TC

= 0 T > TC. (9)
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Table 2. Summary of parameters deduced from transport measurements.

at.% Ni TC (K): LFRA A(η) (10−3) TC (K): ρ(T )

45.0 3.8 (10) 0.07 <2
45.5 5.6 (10) 0.17 <4.2
46.0 8.2 (5) 0.30 7.2 (5)
46.5 10.4 (7) 0.43 9.3 (5)
47.0 10.5 (6) 0.44 10.3 (5)
47.5 14.6 (10) 0.63 11.9 (10)
48.0 20.2 (8) 0.96 19.6 (5)
48.5 23.9 (8) 1.11 22.4 (6)
49.0 24.8 (9) 1.14 23.0 (5)
49.5 30.4 (9) 1.43 28.8 (6)
50.0 33.4 (10) 1.58 31.5 (7)
51.0 40.4 (10) 2.17 40.6 (7)
52.0 57.9 (10) 2.46 55.0 (8)
53.0 67.6 (10) 3.60 68.3 (8)
54.0 84.8 (10) 3.62 82.5 (8)
55.0 86.0 (10) 4.59 83.1 (8)

This latter result is reproduced (again) by localized models [30, 44] in which theanisotropy
arises principally from localelectric quadrupolescattering (the lowest contributing term in
a multipole expansion of the nonspherical charge distribution, hence the requirement of a
non-zero orbital angular momentum), when

1ρ

ρ
'
(
D

V

)
[〈S2

Z〉 − S(S + 1)/3]. (10)

Here the term in square brackets reflects the quadrupolar origin of the anisotropy (displaying
the (3 cos2 θ − 1) angular dependence expected of quadrupolar effects with axial symmetry
about the applied magnetic field direction [30]),D characterizes the local electric quadrupole
moment whileV (�D) represents the screened Coulomb potential (essentially arising from
the valence difference between host and dopant sites in localized models; this ‘electric
monopole’ contribution to the scattering can dominate the resistivity in amorphous and
strongly disordered systems: indeed, figure 14 shows thatρ(T ) changes by less than 1%
from 0.7 TC to TC in the 49.5 at.% Ni sample). Theratio in (10) is, of course, independent
of other band structure details, which contribute equivalently to numerator and denominator.

The data reproduced in figure 15 are unusual in that they display a significant high-
temperature ‘tail’, indicating that this ratio does not become zero atTC in this system.
Spin–spin correlations, resulting in a non-zero LFRA, might be expected immediately
aboveTC ; such correlations could arise from either critical scattering (associated with a
correlation lengthξ(T ) which decreases with increasing temperature aboveTC , but within
which the quadrupolar operator,〈S2

Z〉−S(S+1)/3, is not zero) or from short-range statistical
fluctuations in the Ni site occupation, or a combination of both. The second possibility
seems more likely here due to both a failure to observe the effects of a finite correlation
length aboveTC in other systems [44] and the documented clustering tendencies of the
CuNi system (discussed in more detail below). Irrespective of the origin of this ‘tail’, its
effects have been accounted for using the technique illustrated in figure 15. From the latter
it is clear that the present data also display the expected linear temperature dependence
below TC , while the ‘tail’ regime aboveTC has also been approximated (in first order) by
a linear temperature variation; the intersection of the two lines drawn yields an estimate
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Figure 15. The LFRA, defined in section 3.2, equation (8), plotted against temperature for the
49.5 at.% Ni sample. The two solid lines are discussed in the text; their intersection yield the
TC estimate listed in table 2.

Figure 16. The LFRA data plotted against reduced temperature for three representative
specimens with Ni concentration (in at.%) marked against the appropriate data. The slope
of the lines drawn provide estimates of the coefficientA in equation (9), as listed in table 2.

for TC from these LFRA data. Such estimates are also summarized in table 2. Figure 16
then reproduces a representative selection of LFRA data plotted as a function of reduced
temperature (T/TC) using theTC values estimated above. The principal aim of this figure is
to illustrate the second prediction of localized models contained in (9), that is, the exchange
bond dependence of the coefficientA(η) in the equation, corresponding to the slope of the
linear dependence in the LFRA belowTC . Model predictions indicate thatA(η) should
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increase asη (=J0/J ) increases [44], a prediction consistent with the observed behaviour
resulting, for example, from the introduction of hydrogen into amorphous FeZr [44]. The
data reproduced in figure 16 and the estimates forA shown in table 2 are qualitatively
consistent with localized model approaches in whichη increases (a decrease in the relative
amount of bonddisorder) as the Ni concentration increases abovec0.

Finally we comment on a comparison of the estimates ofTC obtained from the three
properties examined here. Overall there is reasonable agreement between these various
estimates within the listed uncertainties; the latter substantial in all three measurements, due
to a significant regular contribution inχ(H, T ), an unconventional behaviour in dρ/dT and
a marked tail in the LFRA, all of which have been discussed above. Furthermore, while
the magnetic and transport measurements were made on samples cut from adjacent sections
of the same cold-rolled strips, the possibility might still exist that some inhomogeneity
persisted in the initial strips, and despite being annealed together, samples of different size
might suffer (slightly) different quenching rates. While an investigation of some of these
points is presented below, it should be stressed that the resistivity and LFRA measurements
were performed on thesamesample essentially simultaneously (and certainly with the same
thermometry); the spread inTC values derived from these latter measurements is no greater
than that between either of these estimates individually and that deduced fromχ(H, T ).
Nevertheless, conclusive evidence supporting the existence of ferromagnetism in samples
of the lowest concentrations studied here is important considering the range of estimates
for c0 reported for this system. At 45.5 and 45.0 at.% Ni the ac susceptibility data are
unequivocal whereas the resistivity data are not (the latter shows a monotonically decreasing
dρ/dT above 4.2 K and 2 K respectively in the 45.5 and 45.0 at.% Ni samples, although
the resistivity in the 46 at.% Ni sample shows the effects of ordering above 4.2 K clearly,
in agreement with previous reports [2]); figure 17 confirms that the LFRA measurements
indicate the presence of ferromagnetic ordering in both of these samples (albeit at higher
temperatures than the susceptibility data). These latter thus support our earlier assignment
[22] of a critical compositionbelow 45 at.% Ni; specificallyc0 = 44.5 at.% Ni for these
samples.

Figure 18 shows a plot ofTC obtained from the analysis of theχ(H, T ) data (presented
in section 3.1.2) against the Ni concentrationc; this allows a direct comparison with a
similar plot with TC values obtained from the zero-field susceptibility [27] (which did not
admit exponent estimates). While theTC values deduced from the latter are generally higher
(partly attributable to the annealing of these samples at 550◦C—see section 3.3 below), the
slope of the line drawn in figure 18 yields dTC/dc ' 8 K (at.% Ni)−1, in excellent agreement
with that deduced from the zero-field data over the same composition range.

3.3. Effects of aging

As mentioned in the introduction, the properties of the CuNi system have been shown to
vary with heat treatment and sample quench rate. The overall consensus that appears to
have emerged from studies of the influence of annealing temperature, time, quench rate,
cold-working and irradiation treatment is that samples quenched from temperatures above
about 700◦C have a random Ni distribution, while subsequent lower-temperature annealing
produces clustering (and ahigher TC [27]).

As part of the present study, an attempt has been made to investigate the effect of aging
on cluster size and short-range order, with particular emphasis on the LFRA since this
property seemed to display the influence of this latter order aboveTC in a marked manner.
Initially, the ac susceptibility was used to probe aging effects, specifically their influence on
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Figure 17. As in figure 15, for (a) the 45.5, and (b) 45 at.% Ni samples.

Figure 18. The TC estimates from ac susceptibility (table 1) plotted against Ni concentration
(in at.%).

TC , by measuringχ(Ha, T ) with µ0Ha = 0 and 4 mT. The latter revealed (in samples with
45, 46, 47, 48, 50 and 55 at.% Ni)no change from theas-quenchedstate (from 950◦C)
following aging for one week at room temperature. Consequently, the effects of subsequent
low-temperature annealing at 200◦C were investigated; after being aged at this temperature
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for predetermined intervals the samples were removed from the furnace and allowed to
cool naturally. The slower cooling accompanying the latter produced irreversible changes.
Initial measurements on a 48 at.% Ni sample were performed; these showed that successive
anneals at 1 plus 1 plus 2 plus 4 hours (with a slow cool after each anneal) produced
essentially the same change in the evolution of the 4 mT critical peak (inχ(H, T )) as did
a single 2 hour anneal and slow cool (of a virgin, as-quenched sample).

Consequently, this latter procedure was applied subsequently to all six samples studied
(covering the entire compositional range fabricated); these changes are summarized in table 3
which indicates increases of less than 10% inTM(H) (the 4 mT critical peak temperature)
in all samples studied (roughly equivalent to the changes in amorphous Fe90Zr10 following
partial hydrogenation [44]).

Table 3. Effects of aging on the field-dependent susceptibility critical peak temperature measured
in µ0Ha = 4 mT before (Tp (K)) aging and after (T ′p (K)) and on the transport data; samples
annealed for 2 h at 200◦C.

Anneal time
at.% Ni Tp (K) at 200◦C (h) T ′p (K)

45.0 1.83 2 2.00
46.0 6.85 2 7.10
47.0 10.6 2 11.6
48.0 22.4 2 23.6
50.0 35.3 2 36.6
55.0 83.5 2+ 4 86.6

As quenched Aged

at.% Ni TC (K): LFRA A(η) (10−3) TC (K): ρ(T ) TC (K): LFRA A(η) (10−3) TC (K): ρ(T )

46 8.2 0.30 7.2 8.6 0.33 —
47 10.5 0.44 10.3 11.3 0.43 10.8
48 20.2 0.96 19.6 21.4 0.96 19.7
50 33.4 1.6 31.5 35.2 1.6 32.1
55 86.0 4.6 83.1 87.5 4.6 86.4

The resistivity samples were subject to this same aging/annealing treatment, the results
of which are also presented in table 3. Using theTC values (obtained from the LFRA)
contained in this latter part of the table, the LFRA data obtained before and after aging
are compared in figure 19 for the 46 at.% Ni sample. This figure shows that the effects
of the aging process induced here following quenching are minimal;TC increases by less
than 5% (table 3),A by 10% with a comparable enhancement in the ‘tail’ aboveTC . Thus,
while changes induced by aging/annealing at higher temperatures (400–650◦C) following
quenching are significant [27], the present study shows that those produced by lower-
temperature (200◦C) aging are not, even close to the critical composition.

4. Summary and conclusions

The results of detailed measurements of the field- and temperature-dependent ac
susceptibility and the LFRA (both presented for the first time), supplemented by zero-
field resistivity data, on (random) CuNi samples, indicate the presence of ferromagnetism at
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Figure 19. The LFRA plotted against reduced temperature for the 46 at.% Ni sample before
(solid circles) and after (squares) aging. The corresponding estimates forTC and slopeA are
summarized in table 3.

45 at.% Ni. The latter is consistent with a previous estimate ofc0 = 44.5 at.% Ni deduced
from SRA measurements on the same samples. Many of the features presented above are
consistent with a quasi-localized moment description of the system with a distribution of
exchange coupling strengths between such moments. If this distribution is assumed to be
Gaussian, the trends evident in exponent values deduced fromχ(H, T ) are consistent overall
with the ratioη of the first (J0) to second (J ) moment of this distribution decreasing as the
critical concentration is approached from above. Nevertheless, these data indicate thatη > 1
at 45 at.% Ni, so that if a spin-glass-like phase is to appear at all in this system (η < 1), its
range in composition and temperature is very limited (c 6 44.5 at.% Ni,Tsg ∝ J < 2 K).
Indeed comparisons with the PdNi system suggest that such a phase may also be absent
here.

The LFRA data are also consistent with such a model, which predicts thatA(η) should
also fall asη decreases towards 1 (i.e.c→ c0) and the limit of stability of the ferromagnetic
phase is approached. However, the large variation reported forA (table 2) cannot be
reproduced by model calculations [44]unlessthe ratio (D/V ) in (10) increases by over an
order of magnitude betweenc0 and 55 at.% Ni; while the residual resistivityρ0 (and hence,
by inference,V , changes in band structure notwithstanding) is known to fall over this range
[21], this would have to be accompanied by large increases inD.

While the effects of aging/annealing are known to be complex in this system, the specific
procedures utilized here lead, within the localized model described above, to an increase in
J0 (TC ∝ J0) and η (A(η) increases asη increases, again provided that other parameters
are not significantly influenced), indicating that this aging process induces the first moment
of this distribution to increase more rapidly than its width.
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